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Abstract: We present an approach to modelling and controlling the web-fed 
offset printing process. An image processing and artifi cial neural networks based 
device is used to measure the printing process output – the observable variables. 
The observable variables are measured on halftone areas and integrate informa-
tion about both ink densities and dot sizes. From only one measurement the de-
vice is capable of estimating the actual relative amount of each cyan, magenta, 
yellow, and black ink dispersed on paper in the measuring area. We build and 
test linear and non-linear printing press models using the measured variables and 
other parameters characterising the press. The observable variables measured 
and the press model developed are then further used by a control unit for gen-
erating control signals – signals for controlling the ink keys – to compensate for 
colour deviation. The experimental investigations performed have shown that the 
non-linear model developed is accurate enough to be used in a control loop for 
controlling the printing process. The control accuracy – the tracking accuracy of 
the desired ink level – obtained from the controller was higher than that observed 
when controlling the press by the operator.

1. Introduction
In lithographic printing a key issue to produce a high quality print is to control the 
amount of ink dispersed on the paper. In web-fed offset, such as newspaper print, 
most parts of the process is highly automated. However, one step in the process, 
namely the control of the inking level is still mostly done manually. 

The operator controls the amount of ink dispersed on the paper by controlling the 
fl ow of ink to the printing plates. The ink demand is determined by the inked area 
of the printing plate. The ink is fed from an ink tray by a special roller, ink ductor, 
through a small adjustable gap controlled by a metal plate – the ink key. These 
ink keys are divided into narrow areas – ink zones – across the printing press. 
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The operator controls the fl ow of ink, our adjustable variables, by adjusting the 
settings of the ink keys.

Three basic choices have to be made when attempting to automate the ink feed 
control. More specifi cally, one must choose the way to quantify the degree of 
deviation in the inking level from the desired one, the way to model the process, to model the process, to model
and the way to control the process.to control the process.to control

To quantify colour deviation, traditionally solid ink density has been used in the 
graphic arts industry. However solid ink density, when used as a colour deviation 
measure, have some drawbacks, for example, it does not refl ect the infl uence of 
water and other factors on  halftone screens.

An ideal instrument would, when placed on a four-coloured print, show how the 
amount of cyan, magenta, yellow, and black ink need to be adjusted. To be able 
to determine the adjustment levels, the measured values have to be compared to 
desired ones. Two major problems then arise. One of determining the measuring 
position and one of determining the desired value.

Controlling colour by using grey balance have become popular. To do this, test-
areas – grey-bars – composed of two halftone screen parts are used, as shown in 
fi gure 1. One part of such a bar is printed as a black halftone screen, and the other 
one as a balanced mix of cyan, magenta and yellow halftone screens to produce 
a neutral grey print of the same darkness. Grey-bars, originally developed for the 
naked eye, can also be used to measure on. Measuring on grey-bars does not pose 
the positioning problem.

We have recently developed an instrument called Malcolm for measuring the 
amount of ink on grey-bars (Malmqvist et al. 1999). The Malcolm instrument is a 
multi-functional instrument for print quality control in newspaper printing. The 
Malcolm instrument is equipped with four main tools for Measuring  Colour Im-
pression, Dot Size, Density, and Density, and Density Registration. 

The Colour Impression is a quantity integrating information from both dot sizes 
and ink densities and yields the amount of ink in the measured area separately for 
cyan, magenta, yellow, and black. 

Fig 1. Sample of a grey-bar.

180



The Malcolm Instrument is optimized to measure Colour Impression on grey-
bars. The Colour Impression values are provided separately for each ink. The 
values are independent of registration and overprint. Colour Impression values 
are normally presented to the operator as a difference between the value measured 
for the actual print and the reference print. Thus the values indicate if the opera-
tor should increase or decrease the amount of ink. Figure 2 illustrates the main 
window of the Colour Impression tool.

To model the printing process we use both linear and neural network based non To model the printing process we use both linear and neural network based non To model
linear models.  

To control the process we build and test four different controllers: the press op-To control the process we build and test four different controllers: the press op-To control
erator model based controller, the model predictive controller, the fuzzy logic 
controller, and the printing press inverse model based controller.

2. Related work
By measuring the amount of ink using a densitometer or the Malcolm Instrument 
the operator gets a hint on how to control the printing process. The operator has 
to do all the interpretation of the measured values and ”translate” them into what 
actions have to be done. 

There have been several attempts to develop systems for controlling the ink fl ow 

Fig 2. Malcolm screen showing the Color Impression values.
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process. The systems can be categorised into two groups, namely support systems 
and control systems.

A support system is an expert system used to guide the press operator in the deci-
sion process when minimizing the colour deviation in the printed result from the 
desired one. An example of such an operator support system is the system called 
CONES (Almutawa S. et al. 1999). The CONES system is a neural-network based 
expert system that was developed in order to model the behaviour of  an expe-
rienced press operator taking actions to compensate for colour deviations. The 
CONES system has been designed to capture the expertise of an operator obtained 
on a specifi c machine. The CONES system consists of  a neural network, and a 
rule based expert system. 

The CONES system operates in Expert Mode or Novice Mode. In Expert Mode, 
the system is trained by following the on-line remedial control actions taken by 
an experienced operator. The purpose of training is to extract the relationship 
between the observable and adjustable variables. As an observable variable the 
CONES system uses solid ink density measured on control bars. Density is sam-
pled from the match-print and the actual prints. In the Novice Mode the operator 
is given advice from the CONES how to adjust key settings to obtain recom-
mended density.

The major conclusion drawn from the development of the CONES system is that 
the operator’s knowledge was specifi c to the particular machine, where all tests 
had been made.

A control system is a system that is able to directly control the press. In this case, 
the measure of the inking level must be obtained on-line. In a semiautomatic 
control system, fi rst, the press operator adjusts the inking level to the desired one, 
thereafter the control system keeps the level throughout the job run. 

A fully automatic control system can control the inking level without the press 
operator have to intervene. An example of a control system was presented at 
TAGA 2000 by Pope (Pope B et al. 2000). The paper describes the results of an 
implementation of an on-line colour control device. The device was tested in a 
real-time environment and compared with an open-loop system.

The paper proposed three hypotheses. First the on-line closed-loop colour control 
system should reduce long-term drift in ink densities. Secondly, short-term varia-
tions should be reduced as well. The third hypothesis is that the system should be 
capable of running the press to programmed target densities during the printing 
process.

Experiments were run on a heatset press in a commercial printing shop. The sys-
tem used a spectrophotometer and a video camera to measure solid ink density in 
bars on line.
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The fi rst hypotheses appears to be ”semi-true”, meaning that though long-term 
drifts are corrected by the closed-loop system, operators also manage to correct 
the drifts, though not as quickly as the closed-loop system. The second hypothesis 
is true. Short-term variations are strongly reduced by the closed-loop system. 
Even the third hypothesis has shown to be true. The closed-loop system drives the 
press, during make ready, to the desired densities.

Both the CONES and the closed loop system use solid ink density as observable 
variables. By contrast, to model and control the printing process we use the Col-
our Impression values.

3. Modelling the printing process
Building mathematical models of dynamical systems by observing input and 
output data (system identifi cation), is a necessary step in investigating the system 
behaviour and constructing a controller. 

3.1 Process variables

Numerous variables need to be measured or estimated for modelling the printing 
process. We categorize the process variables into three groups, namely observ-
able, adjustable, and  additional variables., and  additional variables., and

Our observable variables, the Colour Impression values, are measured on grey-
bars. 

The adjustable variables are the variables used to control the inking level. The 
only adjustable variables we use in this work is the ink key levels. In future work 
it may be necessary to control other press parameters such as ink ductor speed, 
dampening degree and others.

In addition to the observable and adjustable variablesand adjustable variablesand   we use a set of additional 
variables characterising the printing process. Some of them are determined in 
advance and do not change during the job run, others constantly changes during 
the job run.

To ensure an even fi lm of ink to the printing plate, ink is fed to the plate through 
a number of ink rollers. One or more of these rollers oscillates sideways to even 
out banks or traces of scratches. This causes ink to fl ow not only in the machine 
direction but also locally in the cross direction. In our models, we take this cross 
fl ow into consideration.

We obtain all our observable variables off-line after the job run. By taking sam-
ples both prior and after the operator changes of the adjustable variables we can 
take into account the press dynamics.

The whole set of variables needed for modelling the printing process is listed 
below:
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x1, x2 – the copy number, and the printing speed in copies per hour, respectively.

x3, x4 – the ink ductor speed, and the ink tray level, respectively. In most presses 
the ink ductor speed is changed when print speed is changed in order to com-
pensate for the change in ink fl ow due to the speed. The level of ink in the 
ink tray infl uences the pressure at the outlet and therefore it does infl uence 
the ink fl ow in the press. We have chosen not to use x3  and x4  in the tests we 
present here, since our tests were done during the relatively short job runs at 
a constant speed.

x5 – the CTP dot size error compensation. The parameter used to compensate for  
errors in dot sizes on the printing plate depending on the behaviour of the CTP. 
We have chosen not to use x5 in the tests we present here, because we used 
the same CTP to produce all the plates, and the behaviour of the CTP did not 
change during the relatively short  period of the tests. 

x6, x7, x8 – the estimated ink demand – the ink demand – the ink demand desired amount of ink for a given area 
(ink zone). The parameters x6 and x8 are ink demands for the left-adjacent and 
the right-adjacent ink zone, respectively. The estimated ink demand depends ink demand depends ink demand
on the job and does not change during the job run. 

x9, x11, x13 – the ink key settings prior to the change of an adjustable variable. The 
parameters x9 and x13 are obtained from the left-adjacent and the right-adjacent 
ink key, respectively.

x15 – the Colour Impression, our observable variable, from the previous time 
step (prior to the change of an adjustable variable).adjustable variable).adjustable variable

x10, x12, x14, and x16 – are given by x9, x11, x13, and x15  after the changes of the 
adjustable variables.

3.2 Linear model

In the linear model, the output variable y – the observable variable (the Colour 
Impression in our case) – linearly depends on the input variables xi characterizing 
the printing process:

y = w0 + w1x1 + w2x2x2 2  + w3x3x3 3  + ... + wnxn (1)

were wi are the parameters of the model and n is the number of model parameters. 
We fi nd the parameters of the model by minimizing the sum of squared errors.

To examine the importance of each variable and to get information if any vari-
able can be excluded from the model, we use the so called Z-score test (Hastie T. 
2001).

3.3 Non linear neural network based model

If the relationship between the process input and output is not linear we need a 
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non linear model for modelling the process. To build non linear models, we use 
neural network based methods which have proven themselves to be very good at 
modelling non linear systems. Neural network based methods do not require any 
apriori knowledge about the data distributions.

A neural network is a parallel, distributed information processing structure of 
processing elements interconnected via signal channels called connections. The 
strength of the connections are characterised by weight values. Most known neu-
ral networks have their processing elements divided into subsets called layers. 
Fig. 4 shows a typical feed forward (no recurrent connections) neural network 
with explicit division of processing elements into three layers. The layer related 
to the input, x, x2 ... xn, is called an input layer and that related to the output, 
y, y2 y, y2 y, y ... ym, is called an output layer. The internal layers are referred to as hidden 
layers. The type of function performed by a network of a given structure depends 
on values of weights that are determined by minimising some error functional. 
The estimation process of network weights, which is most often done by using the 
error back-propagation algorithm (Bishop 1997), is called learning or training. See 
for example (Bishop 1997) for a deeper study of feed forward neural networks. 
In our work, we use feed-forward neural networks with one hidden layer, such as 
the one shown in Figure 3.

4. Controlling the printing process
We can use different approaches when building our controller. The controller can 
be based on a forward model which predicts the observable variables, or an in-
verse model which predicts the adjustable variables. 

An open loop controller predicts a control signal independent of the process cur-
rent value. A closed loop controller acts upon changes in the process and therefore 
depend on the status of the process. We can choose to build either an open loop 
or closed loop controller because we have values both before and after changes of 
our adjustable variables.

 . .

 . . .

 . .

y1 y2 ym

x1 x2 xn

Fig 3. Example of a feedforward neural network.
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We have built and tested four different controllers. The model predictive control-
ler – controller which has been recognized as being an effective tool for tackling 
some of the diffi cult control problems in industry, the fuzzy logic based control-
ler, the inverse press model based controller, and the press operator model based 
controller. 

We have chosen to present here the test results obtained from two controllers. The 
press operator model based controller was chosen because it is interesting to mod-
el the behaviour of the printing press operator. We can assume that a press opera-
tor models, to some extent, the inverse behaviour of the printing press. Therefore 
the inverse press model based controller was included to. We have tested these 
two controllers using both linear and neural network based non-linear models.

4.1 The press operator model based controller

The press operator model based controller is an example of an inverse model 
based controller. The model predicts the required control signal. Based on the 
observable variables and other variables infl uencing the printed result, the op-
erator takes a decision how to adjust the inking level. The press operator model 
based controller is trained to extract the relationship between the observable, 
adjustable, and additional variables by observing the actions performed by an 
experienced operator when adjusting for colour deviations. Both linear and non 
linear models have been implemented and tested. We can expect that the behav-
iour of the press operator model based controller will be highly dependent on the 
operator/operators involved and their skills. Such a controller can hardly perform 
better than the operator. It is also known that operator’s knowledge of an offset 
printing press is specifi c to the particular press. 

The variables x1, x2, x6 – x9, x11, x13, and x15 are the input variables used for model-
ling the operator behaviour. The variable x12 is the output variable of the operator 
model and the controller.

4.2 Inverse model based controller

The press operator model based controller models the behaviour of the press op-
erator, while the inverse model based controller models the inverse dynamics of 
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Fig 4. Flowchart of an inverse model based controler.
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the press. There is an analogy between these two controllers. An ideal operator 
would behave as a good inverse model based controller. Figure 4 shows the fl ow-
chart of the inverse model based control confi guration.

The variables x1, x2, x6 – x9, x11, x13, x15, and x16  are the input variables to the con-
troller, and the variable x12 is the output variable from the inverse printing press 
model and the inverse model based controller.

5. Experiments

5.1 Experimental setup

Before our experiments started, the press was investigated and adjusted. All ink 
keys where adjusted according to the manufacturers instructions to ensure that all 
ink key settings are comparable.

The dampening system of the press consists of spray ramps with eight valves and 
nozzles each. The amount of water emitted from each individual valve/nozzle was 
measured for different settings. In this way it was possible to give each valve an 
individual setting to ensure that the same amount of water was emitted from each 
valve.

The reaction of the printing press to changes in ink key settings was investigated 
in order to ensure that samples are taken as soon as possible after adjustments in 
ink key settings, but not before the changes of the observable variables caused 
by the adjustments of ink key settings fade away. The investigations showed that 
the ink demand has a big infl uence on the reaction time. The reaction time is short ink demand has a big infl uence on the reaction time. The reaction time is short ink demand
at high or medium ink demand and increases at low ink demand and increases at low ink demand ink demand. Problems occurink demand. Problems occurink demand
when decreasing the ink key settings at very low ink demands. In such a case, it 
can take a very long time to “get rid of the ink in the press”. If we exclude cases 
with very low ink demand, two minutes is a suffi cient, but not to long waiting 
time to take a sample after a change of ink key setting.

The experimental tests were done in ordinary production on a four high offset 
newspaper printing press. The press has 38 ink zones for each cylinder. Each 
ink zone is approximately 42 mm wide. Samples were collected at 12 occasions 
during the fi rst part of the job runs, during approximately one hour of production 
each. During the 12 job runs the same type of newspaper was printed, and the 
same type of paper was used. 

All the print runs started off with a “cold” press. The press used, uses a preset sys-
tem to adjust the ink key settings prior to production. This reduces the workload 
of the press operator and decreases the number of adjustments the press operator 
has to do during the start-up. This was unfortunate for us, because we got fewer 
data samples per job run, and less variations in our data set.
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5.2 Data collection

We used a log system to record all our variables during the 12  job runs. The log 
system recorded the ink demand for each ink zone and ink, and all the changes of ink demand for each ink zone and ink, and all the changes of ink demand
the variables x1, x2, x6 – x13 for each ink and ink zone during the job runs.

All adjustments made by the press operator during the job runs were followed by 
the log system and the page number where the adjustments have occurred was 
recorded. Every time the log system recorded a “new” change for a page, a change 
of setting of any ink key for any ink, one sample – one newspaper copy – was 
collected. When no more changes were recorded for that page by the log system 
during the two minutes delay time a new sample was taken. In this way, it was 
possible to obtain the Colour Impression values before and after the changes. 

The sampled newspapers were measured off-line with the Malcolm Instrument af-
ter the job runs. The data collected consisted of the observable variables – CMYK 
values – measured on the grey-bars printed along the edge of each newspaper 
page, and the adjustable and additional variables recorded by the log system.

In total 672, 621, 678, and 618 data points were collected for cyan, magenta, yel-
low, and black ink, respectively. 

The data collected were normalized to ZERO mean and variance ONE, according to 
the following equations:

xnorm
i= ( )( )x x( )x xi( )ix xix x( )x xix xx x−x x( )x x−x x

σ (2)

σ 2 2

1

1

1
=

− =
∑

N i
i

N

( )( )−( )−x( )xi( )i x( )x (3)

were N is the number of data points,N is the number of data points,N  xi is the variable before normalization, x  is 
the mean value of xi, and σ2σ2σ is the variance of x.

6. Results
Our data sets contain data with rather small variations, so we have to take special 
care when removing outliers. Outliers are erroneous data values due to noise and 
press operator errors. We have chosen to defi ne and remove outliers from our col-
lected data set in two different ways, and therefore we got two different data sets. 
In the fi rst data set – SET I we defi ne the outliers in a more restrictive way and get 
a data set with low noise and small variations. In the second data set – SET II we 
defi ne the outliers in a less restrictive way and get a data set with larger variations 
and higher noise.
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Our data sets were randomly dived into learning, validation, and test data sets 
according to the following proportions: 0.7 – 0.1 – 0.2. The learning data set was 
used to estimate the parameters of the linear and non linear models. The validation 
set was used to compare the different models. The test data set was used to test 
the models chosen. 

We tested our models using both SET I and SET II and SET II and data sets. Table 1 shows predic-
tion error for the test set data for the linear model, and Table 2 shows the test data 
set prediction error for the non linear neural network based model. In both cases, 
the SET I data set was used. The experiment was repeated 10 times with different 

Data/Training set # Maximum error MSE error Mean error

1 5.58 2.10 1.11
2 4.80 2.18 1.12
3 4.91 2.46 1.22
4 8.91 2.82 1.13
5 7.51 2.81 1.13
6 7.25 2.05 1.03
7 6.85 2.48 1.21
8 6.71 2.25 1.16
9 7.82 3.95 1.30
10 6.90 2.79 1.19

Mean 6.72 2.59 1.16

TABLE 1. LINEAR PRINTING PRESS MODEL TEST RESULTS FOR THE SET I DATA SET.SET I DATA SET.SET I

Data/Training set # Maximum error MSE error Mean error

1 5.77 1.95 1.08
2 6.30 2.73 1.25
3 5.79 2.77 1.24
4 8.21 2.77 1.16
5 7.02 2.72 1.17
6 4.93 1.86 1.02
7 5.01 2.26 1.19
8 5.26 2.03 1.14
9 7.03 2.76 1.12
10 4.17 2.08 1.17

Mean 5.95 2.39 1.15

TABLE 2. NEURAL NETWORK BASED PRINTING PRESS MODEL TEST RESULTS FOR THE SET I DATA SET.SET I DATA SET.SET I
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random divisions of the data set available into the learning, validation, and the 
test data sets. A press operator normally accepts errors up to 2 or 3 units, thus the 
errors obtained are quite acceptable. 

When we used the SET II data set, the linear model showed errors twice as big as 
the ones obtained from the non linear neural network based model. Our tests have 
also shown that there is a signifi cant difference in the results obtained for the dif-
ferent colours.

Data/Training set # Maximum error MSE error Mean error

1 3.92 1.46 0.85
2 5.58 1.88 0.93
3 4.26 1.43 0.79
4 6.97 2.15 0.96
5 5.53 1.78 0.94
6 5,98 1.84 0.86
7 5.58 1.28 0.78
8 11.11 2.37 0.82
9 3.88 1.63 0.93
10 6.01 1.67 0.87

Mean 5.89 1.75 0.87

TABLE 4. TEST DATA SET PREDICTION ERROR FOR THE NEURAL NETWORK OPERATOR MODEL.

Data/Training set # Maximum error MSE error Mean error

1 3.79 1.39 0.80
2 5.70 1.75 0.86
3 4.06 1.34 0.77
4 6.62 1.92 0.89
5 5.13 1.66 0.82
6 5,93 1.78 0.82
7 5.96 1.31 0.79
8 8.37 1.74 0.79
9 3.69 1.23 0.78
10 5.68 1.33 0.79

Mean 5.60 1.55 0.81

TABLE 3. TEST DATA SET PREDICTION ERROR FOR THE LINEAR OPERATOR MODEL.
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6.1 The press operator model based controller

If the operator modelling task is a non-linear problem, the neural network based 
press operator model should perform better than the linear one. Tables 3 and 4 
presenting the test data set prediction error for the linear an non linear operator 
model, show that there is no benefi t in choosing a neural network for designing 
the operator model.

The press operator model based controller performed well on the test set data. 
However such a controller can hardly perform better than the operator. The re-
sults show that the operator is moderate in his adjustments to avoid over-inked 
printing. This is an obstacle for increasing the operator model based controller 
performance. 

Figure 5 shows one hundred different ink-key levels set by the operator and the 
linear press operator model based controller. As can be seen in Figure 5, the con-
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Fig 5. Ink-key levels set by the operator (Op K) and the linear operator model based controller (Linear).
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troller predictions follow the operator settings quite well. The histogram of the 
difference between the operator ink-key settings and the corresponding linear 
press operator model based controller predictions, shown in Figure 6, indicates 
that 87 % of the predictions have an error of not more than 1 unit. 

Ink key settings are dependent of the ink demand. In Figure 7, ink demand. In Figure 7, ink demand Colour Impres-
sion values (Ci) for the test data set and the ink key levels set by the operator (Op 
K) are shown. The fi gure shows that there is no clear correlation between the 
Colour Impression values and the ink-key settings. This is due to the fact that the 
ink demand is different for the different data points. As can be seen in Figure 7, ink demand is different for the different data points. As can be seen in Figure 7, ink demand
the Colour Impression (Ci) has a negative bias to the desired Colour Impression

Data/Training set # Maximum error MSE error Mean error

1 3.24 1.30 0.82
2 4.03 1.21 0.78
3 3.49 1.16 0.79
4 4.88 1.29 0.80
5 5.43 1.91 0.97
6 4.00 1.10 0.70
7 4.68 1.11 0.76
8 6.10 1.20 0.70
9 3.77 1.50 0.93
10 5.85 1.61 0.82

Mean 4.55 1.34 0.81

TABLE 5. TEST DATA SET PREDICTION ERROR FOR THE INVERSE PRINTING PRESS MODEL. 
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value (R). This negative bias makes it diffi cult for the press operator model based 
controller to perform better than the operator. 

6.2 Inverse printing press model based controller

The inverse model predicts the ink-key level required. Table 5 illustrates the pre-
diction accuracy of the model. The predicted ink key values follow the correct 
ink-key levels in the test data set quite well, as it can be seen from Figure 8. The 
histogram of the difference between the ink-key levels set by the operator and 
the corresponding inverse model based controller predictions, shown in Figure 9, 
indicates that 44% of the predictions have no error, and 42% of the predictions 
have an error of 1 unit. The maximum error of 3 units and the mean error of 0.77 
units have been observed.
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7. Conclusions and discussion
The printing press modelling results have shown that it is possible to build models 
to be used for controlling ink fl ow in a newspaper printing process. The non lin-
ear neural network based models have shown better performance than the linear 
ones. 

Improving the prediction accuracy of our models can be done by averaging 
predictions from multiple models and by averaging measurements from several 
samples.

The performance of the press operator model based controller depends of the skill 
and  experience of the press operators participating in the training process. 

Inverse printing press model based controller has shown the best performance 
among all the four controllers tested. The obtained controlling accuracy of the ink 
fl ow process was higher than that obtained from the experienced printing press 
operator.

In future work we are going to take steps toward implementing the colour control 
system on line.
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