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i\b,tract: l)i ~playing color imagr> in dilkrcnt media irnplic~ the interchange or 
transmis~ion of colur image data. Bccau~c transmi~<:ion utili/C\ a limited rc,ource lchannd 
hand width or capacity). a great dcalnf e ffort has been i llY<:stcd in till' c!Ticicnt rcprr,cnwtion 
or coding of color images for tran-.mi~si<m and storagt•. The cum:nt device rndcprndrnt or 
C II::-based ,t;mdard~ for color interchange will be reviewed. a long'' ith the algorithms lor 
coding image data. It will be notl!u that currl!nt approachc, arc traceable to a fe\\ kc) ideas 
that appeared in t·onncction with the emergence of color televbion around forty )Car"' ago. 

INTRODUCTION 

Thrs prcscntatron will review the technology and 'tandard~ for color data mtcrchange. 
Bccau'e image~ 'Ire:.' systerm. more than other color data. it '~ill focu' on color image 
interchange. Beside~ reviewing technology and ~tandard~. I "iII al'o d~.:~crihc <.llme hi \lory. 
'" many of the approaches used tod<.t) had their origin> in the I at\! 1940'' and the 1950's :h 

a result nf the new npportunitic' and po~sihilitie!> createu hy color tde' i~ion. 

Figure I. Tmage Communication~ Model 

In it> ),implcst and most general fonn. a sys tem ror commumcating or interchanging 
color image dnta com.ists of a \oun:c. a channel and n ),in!.. or tk,tination (1-'igurt' I). In ~:o lor 
tdcvi>ion hroadt·asting for example. the source is a camera. the channel '" a rrcquency 
'rectnttn band. and the sink is a hum:m oh).cn•er viewing a home reeci ver. In a color priming 
system. the source can he a scanner. the channel could he a local :rrca nctwllrk or a u~Skcttc. 
and the destinwion cou ld he a color printer. 
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In Figure 1. the coderis the interface between the source and the channel. It transforms 
the source data into a representation that is suitable for the channel, which is the shared, 
limited resource. Its use is subject to mutual agreements or standards, designed to enable 
connectivity and increase capacity. The coded representation is based on constraints imposed 
by the channel and on how the data will be used at the sink. As a rule, the decoder is the inverse 
of the coder and faithfully recreates the source data at the destination. 

I am going to review three systems for image coding: color television, a digital color 
system, and the human visual system, describing technology and standards for the first two 
and commenting on their relationship to the third. I will conclude with a look at the state of 
standards for intermedia interchange, where the the source and sink use different media or 
viewing conditions, so that exactly recreating the source data at the destination is not 
appropriate. 

Color Television 

In an analog color television system, the source is an RGB color camera, the channel 
is a 6 MHz band of the frequency spectrum (the amount originally allocated for black-and­
white television transmission), and the sink is an RGB display viewed by a human observer. 
The obvious solution is to transmit RGB signals, and for a time in the early 1950's, the US 
broadcast standard was the CBS Field Sequential System, based on transmitting and 
displaying R, G and B fields in rapid succession (Mcilwain and Dean, 1956). 

If the R, G and B fields each had the same bandwidth as the monochrome field, then 
the resulting color picture would have the same sharpness and detail as a monochrome 
picture, but three times the bandwidth. To fit the color signals within the 6 MHz band 
aUocated for transmission, the number of fields per second, the number of scan lines per field, 
and the video bandwidth along a scan line all had to be reduced. The resulting color picture 
was noticeably Jess sharp and had Jess detail than a monochrome picture. 

An alternative proposal for color television broadcast was the RCA Dot Sequential 
System, in which low-pass filtered R, G and B samples were transmitted in succession along 
a scan line (Mcilwain and Dean, 1956). To increase picture detail, the mixed highs scheme 
was proposed (Bedford, I 950). It is based on the observation that detail or high frequency 
information in a picture is practically colorless or achromatic. Therefore, it is not necessary 
to add three high pass signals-one each for R, G and B-to increase picture detail; adding a 
single high-passed combination of the three or a mixed highs signal will give the same visual 
result. Figure 2 shows the block diagram of a mixed highs coder.* 

• To i11ustrate the performance of this and other coders, the conference presentation 
showed several images which are not reproduced here because of space and time 
limitations. 
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In describing the mixed highs coder, A. V. Bedford enunciated the fundamental 
principle of bandwidth reduction: "avoiding the transmission of information which the eye 
cannot use." It is as applicable now to the desjgn of digjtal color systems as it was then to the 
design of analog systems. 

In the mixed highs coder, a high-pass achromatic signal is added to three low-pass 
color signals. An equivalent arrangement would add two low-pass color signals to an all-pass 
(low-pass and high-pass) achromatic or luminance signal; this arrangement was proposed by 
Hazeltine (Loughlin, 1951). Figure 3 shows a block diagram of the Hazeltine constant 
luminance coder. 
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Figure 3. Constant Luminance Coder 
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The full bandwidth achromatic signal Y is luminance, ali near combination ofR, G and 
B. The signals R-Y and B-Y are called color-difference or chrom.inance signals; two stimuli 
with the same luminance component but different chrominance components would have the 
same brightness but differ in color. Because the spatial frequency response of the eye is 
narrower for chrominance than it is for luminance, the chrominance signals can be low-pass 
filtered to save bandwidth. 

This coder is called "constant luminance" because the luminance channel is unaf­
fected by the coding o f the color information. It was the basis for the NTSC (National 
Television System Committee) system, adopted in 1953 as the US color television broadcast 
standard (IRE, 1954). Figure 4 shows a simple block diagram of the NTSC system. 
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Figure 4. NTSC System (a) coder, (b) decoder 

Because the RGB display at the sink is a power law device (light out is proportional 
to voltagein, raised to the power gamma y), a compensating non-linear correction is required 
somewhere in the system to produce an overall linear characteristic. To minimize the 
visibility of channel noise and to reduce overall system cost (a broadcasting system has many 
decoders or receivers but few coders or transmitters). gamma correction was placed in the 
coder. Non-linear amplifiers convert the red, green and blue camera signals ER' Ec, E

8 
into 

gamma-corrected signals E' R' E' 
0

, E' 
8

. 
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The gamma-corrected signals are then matrixed to a luminance E' Y and two chromi­
nance signals E'

1 
and E' Q (the inverse matrix is located at the decoder), which are filtered and 

then sent to the channel coder. The channel coder uses band sharing to fit the luminance E' Y 

and two chrominance signals E', and E'Q within the portion of the 6 MHz band allocated to 
the video signal; for details of the channel coder, see Mcll wain and Dean (I 956) for example. 

The NTSC specifies a total systems solution based on 1950-era technology and user 
requirements. The situation has changed since then, and most of the design choices would be 
made differently today. In fact, these choices are being actively reexamined by the various 
systems proposed for HDTV (High Definition TV) . One thing that hasn't changed is using 
luminance and chrominance color space for transmission and interchange. 

The NTSC system assumes a standard RGB or display phosphors, although displays 
now use different, more efficient phosphors. Changing the decoder matrix can partly 
compensate for the color differences caused by the use of nonstandard display phosphors. 
Figure 5 plots standard phosphors for the European television system (Sproson, 1983), for 
studio monitors (SMPTE, 1986), and for HDTV (CCIR, 1990b) on a u' -v ' chromaticity 
diagram. 
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Figure 5. Standard Phosphors plotted on u'-v' chromaticity diagram 

The evolution of phosphors has been accompanied by the development of new luma­
chroma (generalized luminance-chrominance) spaces, designed to satisfy different require­
ments than the NTSC-YlQ space. Figure 6 shows the RGB phosphor sets and the luma­
chroma spaces derived from them. 
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Figure 6. Evolution of RGB Phosphors and Luma-Chroma Spaces 
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8 

is used in European television broadcasting (CCIR, 1990a); YES is a linear 
space designed for color document interchange (Xerol'o, 1988); YC

1
C

2 
is recommended for 

HDTV systems (CCIR, .1990b); and PhotoYCC is the metric for the color image data 
contained on PhotoCDs (Eastman Kodak, 1991). With all these luma-chroma spaces, the 
bandwidth or spatial resolution of the chroma components can be reduced with little apparent 
loss in quality. 

These luma-chroma spaces fit the following model: 

where the luma Land chroma coordinates C
1 

and C2 are a linear transform of functions fR, 
f0 , f8 of R, G and B. For example, iffR, f0 , f

8 
are non-linear garruna-correctiog functions, then 

this model describes the NTSC coder. If XYZ tristimulus values are used in these equations 
in place of RGB, then the model applies to CIELab coordinates. Because CIELabspace has 
separate achromatic (L *) and chromatic (a* and b*) coordinates, it is also an example of a 
luma-chroma color space. 

Digital Interchange Standards 

Because of its storage, computational and programmable capabilities, a digital color 
system offers possibilities not found in an analog color system. The NTSC system is a 
hardwired system, using a fil'oed color space and fil'oed parameters for the transmission of 
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scanned color data. In digital systems, the trend has been towards more flexible, program­
mable standards for interchange. 

For example, the Xerox Color Encoding Standard was designed for the digital 
interchange of electronic documents (Xerox, 1988). It defines a small set of color spaces but 
with variable parameters that allow the user or source to select the dynamic range, number 
of bits, and tone scale compression of the color coord inates. 

The ODA (Office Document Architecture) document interchange standard has even 
more flexibility, allowing the source to define both the color space as well as its parameters 
(ISO, 199la). An ODA data stream can contain any color values as long as they can be 
transformed to the XYZ values of the CIE 1931 Standard Observer by the combination of 
matrices and lookup tables shown in Figure 7, or by a multidimensional lookup table. ODA 
also supports the use ofCIELab and CIELUV, but only for images and not other kinds of color 
data. 

R .. Scale .. Matrix I 
_.. Lookup .. Matrix 2 .. .... .... .... Table .... .... X 

_.. 
Scale ... _.. Lookup .. ... .... .... .... Table .... .... G y 

.. Scale ... ... Lookup ... --... ... .. Table .. .. B z 

Figure 7. Office Document Architecture (ODA) Color Model 

The block diagram in Figure 7 describes the color coder in an ODA system: the source 
values are labelled RGB and the interchange values are XYZ. In an ODA system, the 
parameters of all the coder elements can be set by the user; PostScript Level2 (Adobe, 1990) 
and SPDL (Standard Page Description Language) (ISO, 1991b) have taken the same 
approach, but use procedures instead of lookup tables. Because the parameters of the coder 
are user specified, an ODA data stream must contain the coding parameters as well as the 
source color values. 

lneffect, ODA uses a "virtual" coder: no transform of the source values actually occurs 
atthe coder. A possibly lossy transform from sourcetochannel values is avoided by deferring 
the coding of source values to the decoder, where the coding and decoding can be combined 
into a single transformation from source to sink values. This approach also emphasizes 
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backward compatibility, since existing color data can be inserted into an ODA data stream 
without modification, along with the parameters (i.e. the description of the coder) that would 
transform them to XYZ. 

Interchange standards such as ODA, the Xerox Color Encoding Standard, PostScript 
Level 2 and SPDL use device-independent color, which means that the color values 
interchanged on the channel are based on the XYZ tristimulus values of the CIE 1931 
Standard Observer. Because the source and the destination can use different media or viewing 
conditions, faithfully recreating the source tristimulus values at the destination is usually not 
desirable, and color interchange usually requires a transformation of the source color values. 

Digital Color Coding 

The discussion has so far mainly focussed on the color space used for interchange. In 
an analog system, the choice of color space affected bandwidth reduction.ln a digital system, 
it affects the performance of the amplitude quantizing and spatial sampling operations, as 
well as the compression algorithms. The coding of digital color images is a subject on which 
books have been written (for example, Netravali and Haskell, 1988), but its treatment here 
must necessarily be brief and somewhat idiosyncratic. 

Digital television standards provide for the 8-bit uniform quantization of both gamma­
corrected ROB and luma-chroma components, with the chroma components sampled at half 
the rate of the ROB or luma components (CCIR, 1990a). Because gamma-corrected ROB or 
luma-chroma signals are visually more uniform than linear or camera ROB. signals, they are 
more efficient color spaces for quantization, i.e. the same number of bits gives less visible 
quantizing noise, or the same noise visibility can be obtained with fewer bits. 

One function of a digital coder is decorrelating the source signals, as correlated signals 
represent redundant and therefore superfluous information. In most natural scenes, ROB 
signals are highly correlated. A Karhunen-Loeve transform of ROB gives statistically 
uncorrelated components with the image energy optimally distributed between them (Pratt, 
1971 ). Luma-chroma components have a similar energy distribution. and the luma-chroma 
transform in this sense approximates the Karhuneo-Loeve transform. 

There is one way in which ROB signals are more efficient than luma-chroma. In an 
additive system, all R, 0 , B combinations correspond to obtainable colors and no combina­
tions or quantization levels are unused or wasted. The same is not true in a luma-chroma 
space. Figure 8a shows the chroma plane (in this case, the a*-b* plane in CIELab space) for 
a constant luma (L *)value. The shaded region is the slice through the color solid and contains 
all the colors obtainable at this L *value. Quantizing the color coordinates individually means 
defining levels for all values in [a* min' a* mul and [b* ..,;.• b* maJ However, not all combinations 
of a* and b* values within these ranges correspond to obtainable colors. A measure of the 
efficiency is the ratio of the area of the shaded region to the area of the rectangle that encloses 
it. 
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Figure 8. a*-b* Chroma Planes 

Vector coding i" a way to improve thb ratio. ln~tead of t•oding the a'• and h* 
cumponem~ ~eparatdy. they arc coded in pairs or vector!> (a*. b * ). with code~ provided on!) 
for the vector' that COITc~pond to obtainable color:.. A cn<.lebonk or lookup table map~ the~e 
, ·ector!> 10 code~. In the limit. there would he a table enu·y lor each vector. which b. equivalent 

to tiling the plane with unit squares. To keep the table to a rea•onablc size. the vectors input 
to the table could be (a"/'!."'. h*/2"). wh1ch is equivalent to tiling the plane with 2"' x 2" 
rectangle~. a' shown in Pigure 8b. Codes are only provided for the rectangles that intcr~cct 
th..: :.haded rt•gion of the plane or contain colors that actually occur in the image. Extending 
thi' to the 3-tlimensional color \OI id would Ul>C ( L *. a.,. b *) vector:-. (Bud. ley. 1981 ). 

In thi\ example. vector coding addressed the correlation bet ween color components. 
Vectorcod1ng can also atldn::-.s the correlation between spatial sample:-. for each component. 
b) as~i!,ming codes to blocks of ~ample:-. rathcr than individual ones (Nasrabadi and King. 
1988). 

A key idea in coding b transforming the 'ourcc ~ignal to a form where the bth per 
\ample or the number of samples can be reduced without a !>ignificant lo:.:. in picwrc quality 
The luma-chroma transform wa~ an example of such a transform; it produce~ chroma 
component~ that can he ~ub,amplcd. Another example is the transform in the splitband coder 
-.lmwn in Figure Y (Krctlmcr, I \156). 
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Figure 9. Splitband Coder 

rhi' t'C>tler splits the monochrome <>r luma signal into lo1v and high fr.:qucncy 
component~. Fine detail and ~harp t:dgcs arc composed mainly of high fre4uenc) compo­
nents. and the number of bit'> used to I\: present them can he reduced with litt le l'i\lblc cl'fcct 
on picture quality. Doing the ~ame for the low frequency compom:m::. lca(h 10 \'l~iblc 

lJUanlltallon contour~. hut they can be 'ubsamplt.!d. 

Therefore. the lows arc tinely quantiLeu but coarse!) sampled. while the highs an.~ 
1 incly sampled but coarsely quanti ted. Tht'\ combimuion require" fewer bits than coding the 
lunw stgnal dtrcctl)' with PCM. Krctzmer described the extensiOn to multiple frequenc) 
hands. cad1 cmh:d by a different quallliter rnatcht:d to the noist: vtsihilit) properties of the 
bantl. Thi' concepti~ now known a5 suhhand eotling (Wood' and O'Neil. 1986) and ligure' 
prominently in modern techniques for vitleo coding. 

t\nothcr vcr,ion t>lthe '>phtband coder is shown in Figun.: I 0. The high frcquen~) 
component~ are obtained b:r ~ubtracting the lov. i'r.:quency component~. or a decoded' er:.ion 
ofthem.lrom the original ... ignal. Ca~cading coder~ ofthi::. type gives a pyramtdal coder( Burt 
and Adcl,on. 19RI ). where the low-. output from one block are input to the next hind,. The 
htgh .. ignal or re~idual from each block i., coded and tratNniucd along with the low~ ~ignal 
or b<t'c 1magc from the la~t bloc!.. in thl! ~cqucncc. 
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Figure 10. Alternate Implementation of Splitband Coder 

How the highs or residuals are coded determines whether the coder is lossless or lossy. 
Loss less means that the output of the decoder and the input to the coder are identical; lossy 
means they are different. The goal in a lossy coder is to make the differences visually either 
undetectable or tolerable, i.e. "visually loss less." In general, the performance of a lossy coder 
is based on visibility criteria, and that of a lossless coder on signal statistics. 

The original splitband coder is lossy because the coarse quantization of the highs 
cannot be reversed to recover the original values. The PhotoCD system uses a pyramidal 
coder for image storage (Eastman Kodak:, 1991 ); it is a lossy coder because the residuals are 
quantized before they are Huffman coded, with high probability values assigned shorter 
codes than lower probability ones. 

The splitband or two-channel coder resembles a mixed highs coder, and its extension 
to col oris straightforward. The luma lows becomes a color lows signal, which is subsampled, 
while the luma highs are coarsely quantized. A coder of this type can compress a 24 bit per 
pixel color image into 2-3 bits per pixel. with only a slight loss in picture quality. Most of the 
2 to 3 bits in the compressed image are devoted to the highs; the subsarnpled color lows 
require less than a bit per pixel (Schreiber and Buckley, 1981). 

In both television and digital imaging systems, the cost in channel capacity of adding 
color is low. (The cost of color is borne by the coder and decoder, and ·by the source that 
generates it and the display that shows it. ) A luma image can be turned into a color image by 
adding two low resolution chroma components. Schreiber ( 1991) has pointed out that adding 
color is actually a way of improving channel utilization, and that slightly reducing the luma 
resolution to make room for color almost always increases picture quality. 

Splitting a signal into more and finer spatial frequency components eventually leads 
to the idea of a transform coder, shown in Figure 1 I (Pratt, 1971 ). The filter bank of a splitband 
coder is replaced by a spatial transform that converts luma-chroma signals from the spatial 
domain (x, y) to the frequency domain (u, v). The quanti7,.er operates on the signal in the 
spatial frequency domain. 
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Figure II. Transform Coder 

The Joint Photographic Experts Group (JPEG) has recently developed a standard 
transform coder based on the discrete cosine transform (Wallace, 1992 and ISO, 1991c). 
While the standard defines offers several coding options, I will describe only the baseljne 
coder, which all implementations must support and which is now available in VLSI from 
several vendors. The baseline coder for the luma channel is shown in Figure 12. The discrete 
cosine transform (DCf) converts an 8x8 block of 8-bit or 12-bit luma pixels L(x, y) into an 
8x8 block of frequency domain samples L(u, v). By itself, this operation doesn't compress 
the image; it sets it up for the next stages which do. 

L(x,y) 
Block L(u,v) .. Discrete Quantizer ... Huffman _... ... Cosine ... ... Coder ... L' 

Transform 
Jl 

Quanti- Huffman 
zation Code 
Table Table 

Figure 12. JPEG Baseline Coder for Luma Channel 
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The quantizer divides each frequency sample by a value from an 8x8 table. As a rule, 
these values increase with frequency so that thequantizer uses progressively fewer bits as the 
spatial frequency increases. The block data is then read out serially and the bit stream is 
Huffman coded. Because of the quantizcr, the overall coder is lossy. The coder for the chroma 
is the same, except that the chroma data C(x,y) is subsampled before being transfonned, and 
it uses different quantization and Huffman tables. 

The IPEG algorithm can compress typical color images by factors of 10 or more with 
little loss in quality. Because Huffman coding is used, it is a variable bit rate algorithm, and 
different blocks or images can have different compression ratios. The compression ratio can 
also vary with the desired quality level. 

In all this, the goal of the coder-decoder is producing a signal that is either identical 
or visually indistinguishable from the source signal. Because the systems we have been 
discussing are device independent, the source signals are tristimulus values, or a simple 
transfonn of them, such as luma-chroma. After briefly considering color coding in the human 
visual system, I will describe intennedia interchange where a decoded color signal that has 
the same tristimulus values as the source is not the goal. 

Color Vision Models 

Because the human visual system is the ultimate sink or destination in an image 
communications systems, its properties are used in the design of lossy image coders. A basic 
model for human color vision in shown in Figure 13. The three receptor responses R'G'B' 
are nonlinear functions ofRGB, which are the integrals of the product of the receptor spectral 
sensitivity curves and the incident light. 

Non- R' A .. 
Linear ... Matrix -- Filter ... .... .... r R 
Amp 

G 
Non- G' Ct .. ... Linear .. Filter .. 

r r r r 

Amp 

Non- B' c2 .. ... Linear .. Filter .. 
r r r r B 

Amp 

Figure 13. Human Color Vision Model 
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The R'G'B' signals are converted into an achromatic signal A and two color­
difference or opponent-color signals C

1 
and C

2
• Buchsbaum and Gottschalk (1983) have 

pointed out that a Karhunen-Loeve transform of the receptor spectral sensitivity curves leads 
to an opponent-color representation, like the luma-chroma transform. Filters following this 
transform then shape the spatial frequency response of the three signals. 

The configuration in Figure 13 can be traced as far back as Adams (1923). With XYZ 
inputs instead of RGB, the resulting achromatic and opponent-color signals were precursors 
of the L *, a*, and b* coordinates of CJELab space (Adams, 1942). This configuration 
describes the more recent models proposed by Hunt (1991) and Guth (1989). It also applies 
to the models with spatial filtering that were proposed by Faugeras (I 979) and by Lloyd and 
Beaton (1990). 

It is interesting to observe that the NTSC coder in Figure 4 resembles the model of 
Figure J 3. Pearson (l 975) noted that "it is not entirely unexpected that a system transmitting 
information to the eye should be found to be optimised by a similar form of [opponent] 
coding." Buchsbaum ( 1987) has noted the same resemblance. It is mainly superficial; as 
noted earlier, the NTSC coder is hardwired and fixed, while human color vision is 
marvelously adaptive. 

lntermedia Interchange 

The purpose of an image communications system is capturing an image at one point 
(the source) and recreating it at another (the sink). With the device-independent interchange 
standards described here, the connection between the source and sink uses XYZ tristimulus 
values. or an equivalent set of values such as luma-chroma, to represent the source image. 
Although the system uses tristimulus values, its goal is controlling appearance. 

ln a way that is easy to demonstrate but difficult to quantify, the context or viewing 
conditions associated with tristimulus values determine the mapping from them to appear­
ance (Hunt, 1991, J 992). Because the source and sink can use different media with different 
viewing conditions. invariance of tristimulus values across the system is usually not the goal 
(Hum, 1970). In these cases, the decoder will modify the source tristimulus values. 

The color television broadcasting system has already had to deal with differences in 
viewing conditions between the source (the studio) and the sink (the home) environments. 
A typical situation is a studio scene illuminated by tungsten tloods that is televised and 
viewed at home in a dim room on a receiver balanced for daylight. If the tristimulus values 
of the original studio scene were faithfully reproduced on the home receiver, the result would 
look yellowish and flat. It normally doesn't because the NTSC system compensates for the 
white point (or illurninant) and surround differences between the source and sink. 

To compensate for different white points, the RGB signals at different stages in the 
system are balanced or equal for the local white illuminant. This way the RGB signals that 
are produced by the white reference illuminated by tungsten lamps in the studio are 
reproduced as daylight white on the home receiver. Buckley and Roetling ( 1992) have found 
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that using device-independent RGB values for white point transfonnatioos gives better 
results than using CIELab or C!ELUV values in a color copying system. 

Compensating for the dim viewing surround of the home receiver requires increasing 
the contrast of the decoded image (Bartleson and Breneman, 1967). It was noted earlier that 
a television coder uses gamma correction to compensate for display nonlinearities. IfV is the 
decoded signal into the display and L' is the light out, then the display transfer characteristic 
can be written 

L ' >= VYol 
where y

4 
is the display gamma. The transfer characteristic of the coder is 

v = L'h< 
where V is the output of the coder and Lis the source signal input to the coder. Combining 
these two equations gives the overall transfer characteristic 

L ' ==L -,:Jh< 

lfye =)'d' then the overall system would be linear. But if the coder gamma is setat80% 
of a typical display gamma, the result is about a 25% increase in contrast, which offsets the 
decrease in contrast due to the dim surround. This mechanism makes assumptions about the 
relationship between the source and the sink. If they are incorrect, because the display is 
viewed with a brighter surround for example, then the observer would manually adjust the 
contrast to get the desired results. 

In contrast to the NTSC system, the digital color interchange standards transmit 
information about the viewing conditions along with the color data. In the case of ODA, the 
source white point is given; in the case of PostScript Level 2 and SPDL, it's the source white 
point and optionally the black point. PostScript and SPDL use this and the corresponding data 
for the destination to perform a nonlinear mapping of values in a user-specified color space, 
such as XYZor RGB.This mapping can be used to match appearance or dynamic range across 
the source and destination. 

The Xerox Color Encoding Standard has introduced the notion of appearance hints for 
controlling several aspects of color reproduction, including the mapping from device­
independent color values to appearance. For example, the "source environment" hint 
describes the context in which color was created at the source. The destination can use tbis 
bint in several ways, and can change the preferred way of interpreting it as new technology 
or understanding becomes available. Furthermore, different destinations can interpret hints 
different ways. 

CONCLUSIONS 

This has been a whirlwind tour of a broad area. To a large extent we are dealing with 
ideas and techniques that emerged when color television first appeared around 1950. But 
things are changing rapidly, and we can expect the next review of this area to deal with 
evolving color appearance models and emerging high definition color television technology. 
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